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A RATIONAL CLASSIFICATION OF DYNAMICS

• We consider dynamic models where the same game

is played repeatedly over time.

• One can roughly classify dynamic models in game

theory and economic theory into three classes:

learning dynamics,

evolutionary dynamics, and

adaptive heuristics.
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• In a (Bayesian) learning dynamic, each player starts with a prior

belief on the relevant data (the “state of the world”), which

usually includes the game being played and the other players’

types and (repeated game) strategies.

• Every period, after observing the actions taken (or, more

generally, some information about these actions), each player

updates his beliefs (using Bayes’ rule).

• He then plays optimally given his updated beliefs.

• Roughly speaking, conditions like “the priors contain a grain of

truth” guarantee that in the long run play is close to the Nash

equilibria of the game.

Learning Dynamics

A small portion of repeated prisoner’s dilemma
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Evolutionary Dynamics:
Adapting game theory to evolutionary games

• Unlike in classical game theory, in evolutionary game theory

(EGT), players do not choose their strategy and cannot change

it: they are born with a strategy and their offspring inherit that

same strategy; in other words,

 Each such individual always plays the same one-shot action

(this fixed action is his “genotype”).

• EGT does not require players to act rationally!

 In fact, in the context of the process of evolution, every

organism acts as if it were a rational creature, by which we

mean a creature whose behavior is directed toward one goal:

to maximize the expected number of its reproducing

descendants.

 We say that it acts “as if” it were rational in order to stress

that the individual organism is not a strategically planning

creature.

 If an organism’s inherited properties are not adapted to

the struggle for survival, however, it will simply not

have descendants.
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• If we relate to an organism’s number of offspring as a payoff, we

have described a process that is propelled by the maximization

of payoffs.

• Since the concept of equilibrium in a game is also predicated on

the idea that only strategies that maximize expected payoffs

(against the strategies used by the other players) will be chosen,

we have a motivation for using ideas from game theory in order

to explain evolutionary phenomena.

Evolutionary Dynamics (cont’d)

• The focus is on the dynamic process that develops under

conditions of many random encounters between individuals in

the population, along with the appearance of random

mutations.

A mutation is an individual in the population characterized by

a particular behavior:

 E.g., it may be of type dove,

or type hawk. More generally,

a mutation can be of type x (0

≤ x ≤ 1); that is, the individual

will behave as a dove with

probability x, and as a hawk

with probability 1 − x.
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Adaptive Heuristics (Natural Dynamics)

• We use the term heuristics for rules of behavior that are

simple, unsophisticated, simplistic, and myopic (unlike the

(Bayesian) “learning” models).

 These are “rules of thumb” that the players use to make

their decisions.

We call them adaptive if they induce behavior that

reacts to what happens in the play of the game, in

directions that, loosely speaking, seem “better.”

 Thus, always making the same fixed choice, and

always randomizing uniformly over all possible

choices, are both heuristics.

 But these heuristics are not adaptive, since they are

not at all responsive to the situation (i.e., to the game

being played and the behavior of the other

participants).

 In contrast, fictitious play is a prime example of an

adaptive heuristic: at each stage one plays an action

that is optimal against the frequency distribution of

the past actions of the other players.
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• Learning dynamics require high levels of rationality. Indeed,

repeated-game strategies are complex objects; even more so are beliefs

(i.e., probability distributions) over such objects; moreover, in every

period it is necessary to update these beliefs, and, finally, to compute

best replies to them.

• At the other extreme are evolutionary dynamics. Here the

individuals in each population do not exhibit any degree of rationality;

their behavior (“phenotype”) is completely mechanistic, dictated by

their “genotype.” They do not compute anything—they just “are there”

and play their fixed actions. What may be viewed as somewhat rational

is the aggregate dynamic of the population (particularly the selection

component), which affects the relative proportions of the various

actions.

• Adaptive heuristics (a.k.a., natural dynamics) lie in between:

 on the one hand, the players do perform certain usually simple

computations given the environment, and so the behavior is not fixed

as in evolutionary dynamics;

 on the other hand, these computations are far removed from the full

rationality and optimization that is carried out in learning models.

Degrees of Rationality
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Some Fundamental Limits on 

Adaptive Heuristics
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Fundamental limit on dynamics
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Some Examples of Unnatural Dynamics
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Natural Dynamics: Information
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Review of Notation
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Uncoupled Dynamics: Generic Definition



14

Impossibility Result
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Impossibility Result (Cont’d)
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2-Recall: Possibility
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How long to equilibrium?

• The exponential bounds for Nash equilibrium procedures are 

not due just to the complexity of the input, i.e., to the payoff 

functions being of exponential size, but rather to the intrinsic 
complexity of reaching Nash equilibria:



18

So, what about correlated equilibria?

• It has been proved that the number of steps need to

reach an approximate correlated 𝜀 − equilibria is

polynomial rather than exponential in the number of
players.
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Summary
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